At National Online Safety, we believe in empowering parents, carers and trusted adults with the information to hold an informed conversation about online safety with their children, should they feel
itis needed. This guide focuses on one of many issues which we believe trusted adults should be aware of. Please visit www.nationalonlinesafety.com for further guides, hints and tips for adults.
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Al chatbots may not always be

able to recognise when content is

age inappropriate or harmful and
should be filtered out. So there’'s a =
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Al companions are only as reliable
as the information they've been
programmed with. The algorithms
they use, therefore, may
unintentionally promote bias,
stereotypes or discriminatory
behaviour (as many originate from
the USA or the UK, for instance, they
can display a distinctly
western-centric worldview). This
could lead to children developing
skewed attitudes and behaviours.

COGNITIVE %,
LIMITATIONS —

Although many are now undeniably
advanced, Al-powered chatbots
still have limitations in terms of
understanding complex concepts,
context and nuance. Depending
heavily on chatbots to help with
learning or solving problems may
stunt the development of a child’s
own powers of critical thinking,
creativity and ability to engage in
open-ended discussions with other
people.

PRINACY
CONCERNS

Chatbots typically collect data
about users, including personal
information and conversations.
This is ostensibly to improve their
erformance as they gradually
earn about our behaviour - but
many experts are warning that

- there may be significant risks
associated with how this
; information is stored and used (the

exposed to offensive language or
explicit material while conversing
with their virtual friend. The
companies producing such Al
solutions are also unlikely to take
responsibility for any content that
their algorithms generate.

REDUCED SOCIAL
CONTACT

An excessive reliance on chatbots
for social interaction could
potentially cause a child to begin
reducing the amount of
face-to-face communication the
have, leading to social isolation. |
young people become dependent
on chatbots to provide
companionship, it could very likely

' hinder the development of their
real-life social skills.

LACK OF )
SENSITIVITY

Chatbot software isn’t always
sophisticated enough to pick up on
subtle emotional cues or recognise
signs of distress in children, as most
humans would. It might therefore
fail to respond apﬁropriately. Al
misinterpreting what it's being told
or replxing insensitively to a youn
user who's already struggling could
potentially impact a child's
emotional wellbeing or exacerbate
any existing emotional issues.
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Users of this guide do so at their own discretion. No liability is entered into. Current as of the date of release: 21.06.2023

Meet Our Expert

A Certified Information Systems Security Professional (CISSP), Gary Henderson is
the Director of IT at a large boarding school in the UK, having previously taughtin
schools and colleges in Britain and the Middle East. With a particular interest in
digital citizenship and cyber security, he believes it is essential that we become
more aware of the risks around technology, as well as the benefits.




